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Abstract

Introduction: The objective of this study was to compile a list of the most frequently
asked questions by parents during their first visits to the pediatrician and to evaluate
the reliability and success of responses provided by artificial intelligence-supported
chatbots against these questions.

Materials and Methods: The 20 most frequently asked questions by parents
of infants during their pediatrician outpatient visits were posed to ChatGPT3.5,
Google Gemini, and Microsoft Copilot applications. The responses provided by the
applications were evaluated on a Likert scale from 1 (least adequate) to 5 (most
adequate) by a pediatric gastroenterologist, pediatrician, and pediatric assistant, all
of whom were physicians.

Results: Upon scoring the responses provided by artificial intelligence (Al)
applications to the 20 questions posed, Google Gemini was found to have received
the highest score (286) and was statistically significant (p < 0.001). No significant
difference was observed when Copilot and ChatGPT were compared. Upon
evaluation of responses generated by Al applications, pediatricians were found to
have assigned the highest ratings.

Conclusion: The Gemini Al application demonstrated greater success than
ChatGPT3.5 and Copilot in responding. While Al chatbots demonstrate the capability
to deliver information, advice, and guidance regarding health and diseases, it is
imperative that the responses generated by these systems undergo rigorous
evaluation by healthcare professionals.

0z

Giris: Bu calismanin amaci, ebeveynlerin cocuk doktoruna yaptiklari ilk basvurular
sirasinda en sik sorduklari sorularin bir listesini derlemek ve yapay zeka destekli
sohbet robotlari tarafindan bu sorulara verilen yanitlarin giivenilirligini ve basarisini
degerlendirmektir.

GeregveYontem: Bebeklerin poliklinikziyaretlerisirasindaebeveynleritarafindanen
sik sorulan 20 soru, ChatGPT3.5, Google Gemini ve Microsoft Copilot uygulamalarina
yoneltilmistir. Uygulamalar tarafindan verilen yanitlar; bir cocuk gastroenterologu,
bir cocuk sagligi ve hastaliklari uzmani ve bir pediatri asistani olmak tizere ti¢c hekim
tarafindan 1 (en yetersiz) ile 5 (en yeterli) arasinda derecelendirilen Likert olcegi
kullanilarak degerlendirilmistir.
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Bulgular: Yapay zeka (YZ) uygulamalarinin yoneltilen 20 soruya verdikleri yanitlarin puanlanmasi sonucunda, en yiiksek puani Google
Gemini almis (286) ve bu sonug istatistiksel olarak anlamli bulunmustur (p < 0,001). Copilot ve ChatGPT karsilastirildiginda ise anlamli
bir fark saptanmamistir. Yapay zeka uygulamalari tarafindan tretilen yanitlarin degerlendirilmesi sonucunda, en yiiksek puanlamayi

cocuk sagligi ve hastaliklari uzmanlarinin yaptigi belirlenmistir.

Sonug: Gemini yapay zeka uygulamasi, ChatGPT3.5 ve Copilot’a kiyasla sorulara yanit verme konusunda daha basarili bulunmustur.
Yapay zeka destekli sohbet robotlari; saglik ve hastaliklarla ilgili bilgi, oneri ve rehberlik sunma potansiyeline sahip olmakla birlikte,
bu sistemler tarafindan uretilen yanitlarin saglik profesyonelleri tarafindan titiz bir degerlendirmeye tabi tutulmasi zorunludur.

Introduction

In recent years, the application of artificial intelligence
(Al) has become increasingly prevalent in all areas of our daily
lives. Despite the perception that Al will not replace human
doctors in the health sector, it is anticipated that it will assist
in diagnosing and treating patients through algorithms (1).
Experimental studies on Al are being conducted in some
hospitals worldwide. Artificial intelligence-supported chat
robots (AISR), which can interact with users using natural
language, have started to replace conventional search
engines with the widespread use of smart devices (2). It is
anticipated that Al will be extensively employed in the future
to address individuals’ health concerns (3). There is a growing
trend towards the utilization of Al-powered online platforms
that offer health-related advice. Nevertheless, concerns
about the reliability of these platforms persist (4,5).

ChatGPT3.5 is an OpenAl-developed AISR with the
most commonly known natural language processing and
machine learning capabilities. According to analyst data, the
application, which was released in November 2022, achieved
a remarkable milestone of over 100 million users within
a mere two months. This exponential growth trajectory
established it as an unparalleled phenomenon in the realm
of consumer applications (6). Despite generating highly
detailed and persuasive responses to a wide range of health-
related inquiries, from general patient questions to complex
scientific queries posed by medical professionals, these
systems frequently produce inaccurate and contradictory
information (7). Google Gemini was developed by Alphabet
and DeepMind, one of Google’s parent companies, in the
final months of 2023 and was made available to users in
2024. Microsoft Copilot is an Al-based chatbot developed
by Microsoft. The present landscape is characterized by a
multitude of Al models designed to execute a broad spectrum
of tasks, encompassing image and sound processing, creative
generation, computational operations, and statistical
analysis. Our research focused on three specific Al chatbots
due to their accessibility at no cost, prevalence in real-world
applications, and the substantial backing provided by large
corporations for their underlying infrastructure and ongoing
development.

The lack of experience, limited knowledge, fear of making
mistakes, and protective instinct are among the factors that
contribute to stress and depression in first-time parents
(8). Parental self-efficacy is the self-confidence that parents
possess to have children and fulfill child-rearing tasks. A study
found that parental self-efficacy was low in families with a
nuclear family structure that did not receive support from
family elders (9). It is not uncommon for parents to be unable
to reach a pediatrician after the birth of their child and to
search for information on the internet instead. Subsequent to
the COVID-19 pandemic, the exponential growth in telehealth
services has positioned Al-driven chatbots as indispensable
tools for patient engagement and remote healthcare delivery
(10). The growing reliance of parents on electronic resources
to alleviate medical concerns and obtain expert opinions has
yielded several potential advantages. One such advantage
is the 24/7 accessibility of AISRs, providing a convenient
resource for parents, particularly during off-hours (11-13).
This technology can be particularly beneficial in reducing
the burden on healthcare providers in developing countries
where access to care is often limited, especially for rural
populations and the uninsured by offering an alternative
means of delivering healthcare services and contributing to
the reduction of disparities in access and quality (14).

Previous research has not yielded any articles that
assessed the sufficiency and trustworthiness of responses
generated by AISRs to the frequently asked questions
of parents regarding pediatric care. The role of AISRs in
healthcare delivery is a subject of considerable debate.
While proponents extol their potential to address individual
health concerns and reduce the workload of healthcare
professionals, critics caution against their limitations, such
as the accuracy of Al-generated diagnoses, the unique
nature of individual patient presentations, and the lack of
human oversight. The ongoing debate underscores the need
for further research to determine the most appropriate and
reliable methods for integrating AISRs into clinical practice
(6,15,16). Recent systematic reviews have highlighted the
potential and limitations of Al chatbots in pediatric settings,
particularly regarding the accuracy of medical information
and parental satisfaction (4,17). These findings underscore
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the need for real-world evaluations, as addressed in our
study.

This study aims to evaluate the accuracy and reliability of
Al-generated responses in addressing parents’ questions with
a focus on content. The evaluation will be conducted using
ChatGPT-3.5, Google Gemini, and Microsoft Copilot.

Materials and Methods

The study was conducted at Suleyman Demirel University,
Department of Pediatrics, in accordance with the Declaration
of Helsinki. Given that the study did not entail the use of
personal data, human participants, or medical records, it
was concluded that review by an ethics committee was not
required. The 20 most frequent questions were selected based
on a combined approach: (1) a systematic review of online
sources, (2) the authors’ own clinical experience, and (3) a
nationwide consultation via messaging apps with actively
practicing pediatricians to validate the representativeness of
these questions (Table 1).

Table 1. Most frequently asked questions to
pediatricians

Can | give my baby a pacifier?

When can the baby be bathed after birth?

How can | tell if breast milk is enough for my baby?

Is it recommended to use a baby walker for babies?

What foods should not be given to the baby before the age of
one year?

Does my baby have gas pains, and how can | help them?
How often should | change my baby’s diaper, and how I do it?
How can | establish my baby’s sleep patterns?

How can I strengthen my baby’s immune system and protect
them from diseases?

Should I worry if my baby hiccups or sneezes frequently?
Which products should I use for my baby’s skincare, and which
products should | avoid?

What activities can | do for my baby’s emotional and mental
development?

Can | let my baby watch television?

What should | pay attention to for my baby’s ear care, and how
should ear cleaning be done?

My baby has hair loss. Is it normal?

Does the temperature rise after vaccination in babies? What
should | do if they have a fever?

When and how long should | allow my baby to be exposed to
sunlight, and how should sun protection be provided?

Is my baby’s breathing normal, and what should | pay attention
to regarding breathing problems?

Is my baby’s appetite normal, and is it getting enough food?
How can | assess this?

Is my baby’s sweating normal, and what should | do to prevent
excessive sweating?
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Questions were asked to AISRs in Turkish. Acomprehensive
literature review was conducted using the search term ‘most
common questions asked of pediatricians.” Additionally,
pediatricians practicing in diverse regions of Turkey
were contacted via messaging apps to gather firsthand
information on the most frequently asked questions by new
parents. The collected data, combined with our own clinical
expertise, was analyzed to identify the top 20 most recurrent
questions. These questions formed the foundation of our
research. The questions were posed to ChatGPT3.5, Google
Gemini, and Microsoft Copilot Al software in the same format
in May 2024 in a new chat window to minimize the influence
of previous posts, and the responses were recorded without
data loss. The study was completed with the active versions
of all three Al chatbot tools in May 2024. The questions were
then scored by a pediatric gastroenterology specialist (PGS), a
pediatrician (P), and a pediatric assistant (PA) using a 5-point
Likert scale. Three clinicians, PGS, P, and PA, possessing 35, 15,
and 3 years of clinical experience respectively, were tasked
with independently assessing the accuracy and reliability
of responses generated by the AISR. To ensure objectivity,
each clinician evaluated the responses across five predefined
categories without knowledge of the others’ assessments. In
accordance with the aforementioned criteria, the following
responses were recorded: (1) Al provided an incorrect
answer; (2) Al was unable to provide an adequate response
and could not identify the correct source; (3) Al was unable
to provide an adequate response but suggested the correct
source; (4) Al provided an adequate response but not an
optimal one; (5) Al provided an optimal response. According
to this scaling, the lowest rating was given to (1), while the
highest rating was given to (5). The scoring system yielded
total scores ranging from 20 to 100. The absence of a validity
and reliability assessment for this system was recognized as a
limitation of the present study.

Statistical Analysis

IBM SPSS Statistics 27 (Corp. 1. IBM SPSS Statistics for
Windows. Version 270. Armonk: NY: IBM Corp; Released
2020). package program was used for statistical analysis.
Since each of the three clinicians evaluated the same 20
questions across three different Al applications using a
5-point Likert scale, the data represent repeated measures
with related (dependent) samples. Additionally, as the Likert
scale provides ordinal data and the assumption of normality
was not met, non-parametric methods were preferred.
The Friedman test was used to compare the differences in



Elmas and Akcam. Basic Childcare with Al 167

scores across the three Al systems, which is the appropriate
non-parametric alternative to repeated-measures ANOVA.
Pairwise comparisons were conducted using the Wilcoxon
signed-rank test. Statistically, p<0.05 was considered
statistically significant.

Results

A comparison of the scores obtained by the physicians
of the AISR revealed that Gemini received the highest score,
while ChatGPT3.5 and Copilot received the lowest score
(Table 2).

In the evaluation, PGS ranked Gemini as the highest
performing model and ChatGPT 3.5 as the lowest. Similarly,
P ranked Gemini highest and ChatGPT lowest. PA’s evaluation
indicated Gemini as the top-performing model while Copilot
was ranked the lowest. The results demonstrated that Gemini
scored statistically significantly higher than the other Als
(p<0.001). No statistically significant difference was observed
when Copilot and ChatGPT were compared.

Table 2. Comparison of the scores of Al applications
ChatGPT3.5 | Gemini | Copilot p

PGS

median 4 (1-5) 54-5) |4(25)

total 73 95 74 <0.001

P

median 4 (3-5) 5(4-5) | 4(2-5)

total 75 9 79 <0.001

PA

median 4 (3-5) 5(3-5) |3,5(2-5)

total 76 95 71 <0.001

Total score | 224 286 224

Descriptive statistics are given as median (min.-max.) and total score.

“Friedman test, “Wilcoxon test

PGS: Pediatric gastroenterology specialist, P: Pediatrician, PA: Pediatric assistant

Upon evaluation of responses generated by Al
applications, pediatrician were found to have assigned the
highest ratings (Table 3).

Astatistically significant difference was identified between
the scores assigned by P and PA to Copilot (p = 0.033).

The items that all Als most successfully answered were
questions 12 and 14. These were: ‘What kind of activities can
| do for my baby’s emotional and mental development?” and
‘What should | pay attention to for my baby’s ear care, and
how should ear cleaning be done?’. The questions numbered
5 and 6, which inquired about the foods that should not be
given to babies before the age of one year and about the
causes and treatment of infant gas pains, respectively, were
the least successfully answered. A detailed breakdown of the
scores assigned by the evaluators is provided in Table 4.

The analysis revealed that the Al model exhibited
significant inaccuracies when responding to questions
concerning nutrition and colic. These errors may be attributed
to the specific phrasing of the questions or to inherent
limitations within the Al model, such as the generation of
hallucinated content. While the overall evaluation suggests
satisfactory performance in terms of accuracy and reliability,
the identified shortcomings in the context of health-related
inquiries warrant further investigation.

Discussion

Our study represents the inaugural investigation of the
utilization of AISR in our country’s pediatrics domain. The
results of this study highlight the promising potential of Al
technologies in the healthcare sector. However, given the
nascent stage of these technologies, ongoing evaluation by
domain experts is crucial to ensure their reliability and safety.
Rather than focusing on technological differences between
Al platforms, this study aimed to determine the reliability of

Table 3. Comparison of the scores given by the physicians to the applications

PGS score P score PA score

median median (min- | median (min- | p’ PGS-P** PGS-PA™ P-PA™

(min-max) max) max)
ChatGPT-3.5 4 (1-5) 4 (3-5) 4 (3-5) 0.828 0.763 0.405 0.705
Gemini 5 (4-5) 5 (4-5) 5 (3-5) 0.819 0.564 1 0.564
Copilot 4 (2-5) 4(2-5) 3,5 (2-5) 0.08 0.132 0.366 0.033
Total score 242 250 242

Descriptive statistics are given as median (min.-max.) and total score.
“Friedman test, “Wilcoxon test
PGS: Pediatric gastroenterology specialist, P: Pediatrician, PA: Pediatric assistant

J Curr Pediatr 2025;23(3):164-171
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Table 4. Median scores (min-max) given to each Al model by question
. . . ChatGPT3.5 .. . .

Question No | Question Topic Gemini Copilot Best Scoring Model
Q1 Use of pacifiers 4 ( 5 (5-5) 3(2-3) Gemini
Q2 Bathing after birth 3 4 (3-4) 5 (5-5) Copilot

Breastfeedi -
Q3 a(rjiquu aecey ing 3 (3-4) 5 (5-5) 3 (3-4) Gemini
Q4 Baby walker use 4 (3-4) 5 (5-5) 4 (3-4) Gemini
Q5 unsafe foods before | 3 (1 4) 5 (4-5) 3(23) Gemini

year

Q6 'pgfﬁ]”“'e colic/gas | 434 4(44) 2(23) ChatGPT and Gemini
Q7 Diaper change (4-4) 5(5-5 3(3-4) Gemini
Q8 Sleep patterns (4-4) 5(5-5 4 (3-5 Gemini

Strengthening ) i i -
Q9 immunity 5 (4-5) 5 (4-5) 4 (3-4) ChatGPT and Gemini
Q10 Hiccups and sneezing (3-3) 5(5-5 (3-4) Gemini
Q11 Skincare products -4) 5(5-5 (4-4) Gemini

Emotional and mental . .
Q12 development 4 (4-5) 5 (5-5) 5 (5-5) Gemini and Copilot
Q13 Screen time 4 (4-5) 5 (5-5) 5 (4-5) Gemini and Copilot
Q14 Ear care 5 (4-5) 5 (5-5) 5 (4-5) Equal
Q15 Hair loss 3 (3-4) 5 (5-5) 5 (4-5) Gemini and Copilot
Q16 Post-vaccine fever 4 (3-4) 5 (5-5) 4 (4-5) Gemini

Sun exposure and -
Q17 rotection 4 (4-4) 5 (5-5) 4 (3-4) Gemini
Q18 Breathing patterns 4 (3-4) 5 (4-5) 2 (2-3) Gemini

Appetite and feeding i i i o
Q19 assessment 333 5(4-5) 4 (4-4) Gemini
Q20 Sweating 4 (3-4) 4 (4-4) 3(3-4) ChatGPT and Gemini
Descriptive statistics are given as median (min-max). N/A: Not applicable

chatbot responses from the perspective of pediatric care. The
findings have direct implications for how parents interact
with Al tools when pediatric consultation is not immediately
accessible.

Conversational tools that establish dialogue with the user
by mimicking human interaction through written, verbal,
and visual communication are referred to as AISR. With the
increasing use of technological devices (e.g., smartphones
and computers) and access to the Internet, AISR is becoming
accessible and interesting. They offer the potential to
provide health-related information and autonomous
services, which could be promising for technology-assisted
interventions. Moreover, these chatbots have the potential to
alleviate current healthcare resource burdens by automating
functions that previously required face-to-face interaction

J Curr Pediatr 2025;23(3):164-171

(18). Gonsard et al. (19) aimed to assess the acceptability of Al-
powered home monitoring systems among pediatric asthma
patients. Their findings revealed a notable generational gap,
with adolescents expressing a more positive attitude towards
self-management using Al-driven tools than their parents.
Nevertheless, at this juncture, healthcare professionals must
validate the veracity of the information provided by Al. The
application of Al to analyze vast datasets and medical records
has yielded remarkable results in the diagnosis of complex
and intricate diseases (20,21). Ying et al. (22) demonstrated
that while ChatGPT performed reasonably well in providing
responses to queries related to the diagnosis and screening
of pediatric endocrine disorders, it exhibited limitations in
its ability to account for nuances within disease subgroups.
Furthermore, the study highlighted the inconsistency of
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responses across different languages, suggesting a lower
level of reliability.

In our study, the questions were posed in the same
format to the AISRs, who responded with varying content and
length. In similar studies conducted by Taskin et al. (23) and
Perez-pino et al. (24), it was observed that the AISRs provided
different responses to the same questions. This discrepancy
affects the dependability of the received output. The
discrepancy may be attributed to the sources from which the
AISRis derived. In our study, it was observed that the answers
given by Al were long. In fact, if we had designed a study
comparing the answers given by clinicians and the answers
given by Al to the same questions, we could have obtained
different results. As a matter of fact, in a study conducted on
this subject, the answers given by clinicians were found to
be shorter and more superficial than the answers given by Al
(25). However, we do not know how AISRs will perform when
responding to patient questions in a real clinical setting.
We hope that research on this subject will encourage future
studies for the routine use of Al in the healthcare.

Although studies examining the answers given by asking
health-related questions to Al are increasing today, they are
still few. In the ophthalmology clinic, the AISR, was employed
for diagnostic and triage purposes. The ChatGPT4 achieved
the highest accuracy rate (3). In our study, Gemini was the
application that received the most successful responses
to the questions. The pediatrician assigned the highest
scores overall, which may reflect greater familiarity with Al
interfaces or a more forgiving evaluation approach compared
to the pediatric gastroenterologist or assistant. This evaluator
effect underlines the subjectivity inherent in expert scoring,
despite efforts to standardize the evaluation categories. The
pediatric assistant tended to give more conservative scores
compared to the specialist physicians. This may reflect a
more cautious approach due to limited clinical authority or
less familiarity with Al-generated content. Understanding
such evaluator variability is crucial for interpreting subjective
rating-based research. Future studies may benefit from
including more raters and inter-rater reliability testing to
strengthen the generalizability of findings. ChatGPT4 is a
more recent and paid version than the previous version,
ChatGPT3.5. We used the free version instead of ChatGPT4
because we prefer Al applications that are easily and freely
accessible to the general public.

In our study, Google Gemini received significantly higher
scores than ChatGPT3.5 and Copilot across all evaluators.
This result may be attributable to Gemini’s underlying
model infrastructure, which was observed to provide more

structured, concise, and medically relevant responses.
Notably, Gemini performed especially well in questions
related to infant care routines and developmental advice,
such as emotional development and hygiene practices,
whereas it underperformed—along with other models—in
addressing nutrition-related concerns like gas pain or food
restrictions. These findings suggest that current Al systems
may be more reliable for behavioral and general care topics
than for complex, medically nuanced issues requiring
clinical judgement. This demonstrated that parents can
obtain accurate responses to certain queries through Al
applications without consulting a physician. However, Al
applications that lack a robust infrastructure comprising
health professionals may provide erroneous and inadequate
responses, potentially posing significant legal and vital risks.
In this context, Rokhshad et al. (26) asserted that chatbots
are valuable tools for training and disseminating patient
information. Still, they are not yet equipped to replace
physicians in making diagnostic decisions.

AISRs can support the simple questions of patients with
messages during the busy shifts of clinicians or allied health
personnel. However, it should be reviewed and evaluated
by the healthcare personnel that correct and consistent
answers are given to the questions by Al. Thus, in countries
with limited health personnel and clinicians, time savings
and the ability to assign personnel to more critical units
can be achieved. Especially out-of-hours patients who have
problems in reaching the health centre and who cannot
take time off from their workplace can get answers to their
health-related questions quickly and unnecessary clinic visits
and loss of labour force can be prevented. If more patients’
questions are answered quickly, empathically and to a
high standard, unnecessary clinic visits may decrease and
resources may be freed up for those in need (27).

There is a pressing need for comprehensive studies
on the use of Al, which has become a popular source of
health information in recent years. Given that Al constantly
evolves, further studies utilizing the latest Al versions may
be advisable. It is important to recognize that the results
of such studies may differ significantly over time. Future
research could involve comparative analyses of responses
provided by advanced Al applications and human healthcare
professionals to fundamental health-related queries.

Study Limitations

Themain limitation of ourstudy wasthatit compared fixed
answers to specific questions. Since the patient’s previous
health records were not analysed here, personalised disease

J Curr Pediatr 2025;23(3):164-171
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states may have been omitted because the patient-physician
relationship and related conditions vary. As it is known,
diseases can be personalised and may occur with different
symptoms instead of the same symptoms in every situation
and in every individual. In addition, the directions made by
the Al's answers to the questions in the clinicians’ opinions
were not taken into account. The absence of a validity and
reliability assessment for this system was recognized as a
limitation of the present study. If the study had evaluated
the answers given by clinicians and Al with unbiased
physicians, different results may have emerged. Due to the
evolving nature of Al platforms, the same question may yield
different answers over time. This temporal variability limits
reproducibility and generalizability. Although the evaluators
of our study were blinded to each other, they were also co-
authors of the study and this may have biased the study.

Conclusion

The potential exists for Al applications to alleviate
the burden on healthcare systems in developing
countries. In our study, Gemini, Copilot, and ChatGPT-3.5
demonstrated satisfactory performance in general and
exhibited considerable potential for patient information
and education. Nevertheless, it is necessary to conduct an
evaluation and preliminary examination by experts in the
before recommending the use of Al in healthcare. Although
our study shows promising results, it needs to be studied for
a long time due to its limitations and ethical issues related to
Al-supported healthcare.
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